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Annex 1: social media and online technological landscape  

Social media and online platforms that young people use have various technological factors influencing their social media and online experience. Table 20 

outlines some of the key factors which are shaping social media and the online environment, and the potential benefits and risks of this technology.  

Table 20: Social media and online technological landscape. 

Technology  Summary  Benefits Risks 

1.1 Curation 

algorithms.  

Social media companies use algorithms that curate 

what content a user sees. Algorithms are used to 

ensure that the content is relevant and of interest 

to the user,52,451 and that they stay on the platform 

for a longer period of time. Curation algorithms 

have large influence on Facebook feeds,451 TikTok’s 

For You page,52 and Instagram’s explore and 

feed.452,453 They are also used by search engines to 

help dictate the search results which appear. 

• Individuals see content 

which is of interest and 

more relevant to them.52,454 

• People can find their 

community online, with 

evidence that minorities, 

the LGBTQI+ community 

and women can find 

content and safe spaces 

online.455 

 

• Political content that elicits strong responses, 

including negative, is more likely to be 

rewarded by the algorithm.454 Divisive content 

which captures attention is therefore more 

likely to be spread on platforms which can 

further entrench ideas.456 

• Can create individualised curated content 

online, meaning that people see content 

dependent on their ideas and interactions 

online, which can vary drastically between 

individuals, as acknowledged by some 

platforms,52,455,456 fueling polarisation. There 

is some debate as to the extent this occurs457 

and some research questions the validity of 

the so called filter bubble hypothesis.82 

1.2 

Moderation. 

Moderation refers to removing or managing 

content or people who breach user and 

community guides of a social media platform. 

Content which breaches user guidelines includes 

that which incites violence, contains nudity, hate 

speech, or polluted information. Moderation is 

split into two types, ex-post and algorithmic, with 

most social media companies using both.85,458-460 

• Content can be removed 

which breaches community 

guidelines.458,459 

• Removes extremist and 

terrorist content.466 

 

 

 

• Some groups feel they are being 

disproportionately moderated.467 

• Disagreement about what and who should be 

moderated.468  

• Currently, processes are largely dictated by 

social media companies, with few democratic 

states regulating this process.458 
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Exact techniques of moderation are unknown, due 

to social media companies largely being closed-

book. Some moderation techniques include: 

removing posts, removing accounts, link to official 

information, blurring graphic content, content 

warnings, and removing hashtags.459,461-464 

Advertisements on social media platforms can be 

moderated.465  

 

  • Extremists who are moderated can move to 

other platforms which aren’t moderated, with 

some evidence they become more toxic on 

these platforms.464 

• Posts with warning tags have the potential 

unintentional consequence of being ignored, 

or make the user believe the content more, or 

increase the desirability of the videos for 

young people.469 

• Users can circumvent hashtag bans by 

adapting the hashtags and descriptions they 

use.461 

Ex-post moderation.  

Moderation which occurs after content has been 

posted, relies on people reporting the content; this 

essentially crowdsources moderation, with human 

review of the reported content. In some cases AI is 

also doing this.460 

• Allows for human 

understanding of nuance or 

cultural references. 

• Involves wider online users 

in the process, ensuring that 

members of the community 

contribute to moderation. 

• Time constraints on moderators mean they 

have only tens of seconds to moderate a 

post.460 

• The individual moderator has a level of 

subjectivity, which impacts on moderation 

practices.460 

• Relies on users reporting content.462 

Algorithmic and AI moderation. 

Moderation occurring through algorithms, largely 

occurring as content is posted, has a broad intent 

for algorithms to uphold community guidelines.462 

AI is also increasingly being used, especially on 

platforms with large scales.468  

• Intercepts content before 

being posted, meaning that 

it doesn’t reach other 

users.470  

• The technology will 

continue to develop and 

strengthen over time, 

ensuring greater accuracy 

into the future. 

• Allows for much larger scale 

than ex-post moderation.462 

• Moderation is only as good as the algorithm 

and the guidelines it seeks to uphold.462 

• Algorithms are likely to make hundreds and 

possibly thousands of mistakes a day.460 

• Can have unintended impacts on content 

which doesn’t breach community guidelines, 

e.g., changes in Tumblr’s algorithm meant sex 

education material was removed, not just 

explicit images.460,467 

• Algorithms can miss or misinterpret slang or 

country specific language.470 
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• Currently non-transparent and difficult to 

audit or regulate.470 

• Limited transparency can fuel lack of trust in 

the moderation process.85 

1.3 

Deepfakes. 

Deepfakes refer to the ability through AI and 

technology to alter, superimpose, or change video, 

images and audio, usually changing those who 

appear in the content.471 The AI technology is 

rapidly evolving, meaning convincing deepfakes 

can now be made easily and cheaply.471 

 

• Innocent use of deepfakes 

for creative content.  

• Risk of being used as polluted information to 

sow political divisions.455 

• Can increase the effectiveness of cyber 

enabled information warfare, being utilised by 

foreign actors to interfere in domestic 

democracy.472 

• Increasingly convincing, making it difficult for 

an average member of the public to identify 

media as a deepfake.473 

• Individuals’, including celebrities’, images are 

being transplanted onto pornographic 

materials, with some being circulated online. 

This constitutes a form of image based abuse 

and online harassment.474 

1.4 

Community 

and user 

guidelines.  

Community and user guidelines are produced by 

social media companies, and set out expected 

behaviour on their platform. They are used in 

moderation, with breaches of the guidelines 

grounds for removal of content or a user.459 

Community and user guidelines are publicly 

available and generally are extensive459,475-477 but 

how they are implemented is more opaque.  

• Gives a set of rules that 

users are expected to abide 

by and a mandate to 

remove content which isn’t 

in line with this.477 

 

• Currently dictated by social media 

companies.478 

• Not uniform, each social media platform has 

slightly different guidelines.478 

• The extent and manner in which they are 

enforced has remained largely invisible.470  

1.5 Paid 

advertising.  

Social media companies employ paid advertising as 

the key revenue stream.479 By collecting users 

data, they can ensure that paid advertisers can 

target groups who are most likely to engage with 

an advertiser or buy a product.479-482 

• Advertisers, including social 

and community groups can 

reach communities.480 

• Can help with public health 

or emergency messaging.483 

• Issues and concern of data privacy.484 

• Advertisers as the key source of revenue are 

the main customer for social media 

companies, not users. Social media companies 

are focused on maintaining and expanding 
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• Social media users have ads 

which are more relevant to 

them.479,480,482 

paid advertisers with the users the secondary 

focus.479 

• Can include polluted information (in spite of 

advertising moderation) particularly when 

there is complexity – including greenwashing 

or unverified medicinal claims.485-487 

• Has been used by foreign countries to 

influence domestic elections.485 

• Users may struggle to identify what is paid 

advertising and what isn’t.488 

1.6 ChatGPT 

and related 

LLM. 

AI is increasingly being used both online generally 

and on social media platforms. ChatGPT is an AI 

Chatbot released by OpenAI in November 2022 

which has made waves in both the academic 

community and general public.313 ChatGPT creates 

realistic sounding text when responding to 

prompts, it creates the text using neural networks 

which digest huge amounts of existing human-

generated text. Each output is unique, meaning it 

isn’t picked up by plagiarism checkers.489 The 

outputs of ChatGPT are imperfect and there are 

still substantive gaps between quality writing and 

ChatGPT outputs,490 but this gap is likely to 

continue to close as the AI develops and 

expands.489 

• LLMs can access information 

quickly drawing information 

together from multiple 

sources.489 

• Produces original content 

each time.313 

• Can be guided by the user 

to produce more specific or 

accurate outputs.489 

• Concern about plagiarism and using LLMs for 

work, in the education system, and academic 

community.489,490 

• The very real near-term potential that 

AI/ChatGPT will be able to write as well or 

better than humans with the potential for AI 

to takeover areas of research.313 

• LLMs cannot currently adequately distinguish 

between false and accurate information.  
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